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FOREWORD

This is the Final Technical Report on a Stady for Applying Computer-
generated Images to Visual Simulation, conducted for the Air Force Human
Resources Laboratory (AFSC), USAF, under Contract No. F33615-69-C-1280.

The purpose of the study was to determine the application of computer-
generated images to visual simulation for pilot training. The work was con-
ducted during the time period January 1969 - July 1969 by the General Electric
Electronics Laboratory, Syracuse, New York, under the sponsorship of the
Company's Apollo Systems Department, Daytona Beach, Florida.

The Air Force program monitor is Mr. James Basinger.
This report was submitted by the authors, July 1969,

This technical report has been reviewed and is approved.

Gordon A. Eckstrand, Ph.D.

Chief

Training Research Division

Air Force Human Resources Laboratory
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ABSTRACT

This report describes the results of a system design study for applying
digital image generation techniques to visual simulation for pilot training.
The computer-generated images are to provide out-the-window scenes for a
flight simulator which is to be used for training Air Force pilots.

No existing visual system can provide all of the capabilities which are
desired in a flight simulator. Digitally generated scenes do overcome many
of the shortcomings associated with more conventional approaches but have
had limited applicaiion because of the difficulty of computing enough image
detail. The ability to generate images of more complex and realistic environ-
ments is closely tied to advances in digital device technology. The study
assesses the impact of recent developments in this area on the design of an
image generating system.

The conceptuval design of an image generaior is described. The principles
of operation, the system configuration, and operational characteristics are dis-
cussed. Several key problem areas are explored in depth. Feasible methods
of implementation with presently available hardware are examined and an
estimate of the hardware complexity is given.
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SUMMARY AND CONCLUSIONS

PROBLEM

Digital computer-generated images have been used in visual simulation for
research studies. Due to recent advances in computer and integrated circuit
technology, higher-quality imayes can be generated, and are suitable for visual
simulation for pilot training. The image generator must be defined before
equipment design is initiated.

APPROACH

A study was initiated to explore technology for a feasible digital image
generator. The study was to cutline the operation of the image generator,
define the required subsystems and describe the required "off-the-shelf"
equipment.

RESULTS

This report describes an image generator for pilot training. This gen-
erator used a general-purpose computer with three special computer processors
for object, terrain and poiri light source generation. The output of this gen-
erator is compatible with standard television equipment.

CONCILUSIONS

A digital image generator for pilot training is feasible. The equipment
design is complex but is also extremely flexible and should be very reliable.

James D. Basinger

Project Engineer
A.F. Human Res. Lab.
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I. INTRODUCTION

A. PURPOSE OF STUDY

This report describes the results of a system design study for applying
digital image generation techniques to visual simulation for pilot training. The
computer-generated images will provide out-the-window scenes for a flight
simulator that is to be used for training Air Force pilots.

No existing visual system can provide all of the capabilitiesthat are de-
sired in a flight simulator. Conventional image generators that use film or
physical models have limited dynamic freedom, constrained operating envel-
opes, and an image quality that is limited by a finite depth of field. These
problems do not arise in a computer-generated display. The images possess
an infinite depth of field, follow all dynamic inputs, maintain proper per-
spective, and the models, consisting only of numbers in a computer memory,
are easily modified or exchanged for others. These features have been en-
joyed by engineering and research groups who accepted a somewhat symbolic
representation of the environment in exchange for flexibility and dynamic
fidelity not attainable in other systems. However, successful application of
this technology to pilot training simulators requires that sufficient environment
detail and realism be provided to immerse the trainee visually in his tasks.

The ability to generate images of more complex and realistic environments
is closely tied to advances in digital device technology. The study assesses
the impact of recent developments in this area on the design of an image-
generating system. The organizational concepts that now appear attractive
differ considerably from those used in the past. The purpose of the study is
to evaluate these concepts relative to the pilot training tasks, to define an
image-generating system that implements these concepts, and then to describe
its capabilities.

B. SCOPE AND APPROACH

The study is concerned primarily with the image-generation portion of a
flight simulator. The display device and flight dynamics computer are con-
sidered only to the extent necessary to specify the interfaces. The image
generator is self-contained andisdriven by a flight dynamics computer that
provides position and attitude information for the moving vehicles. Images are
generated for two separate views and video and synchronizing signals are pro-
vided for television monitors. Each frame of the scene is generated in real-
time, in response to the dynamic inputs, from an internally stored numerical
description of the envircnment.

A brief requirements analysis is included to show how the
image-generating techniques are to be applied to provide environments suitable
to the training tasks. Only those characteristics that influenced the basic
design of the system were considered.




The image-generating system is not designed around a specific applica-
tion, but represents what might be called a basic system. As such, it pro-
vides a vehicle for the study that demonstrates the application of several
image-generating techniques to the problems of pilot training. The capabil-
ities of the system are thought to be typical of those that might be needed in
a specific application, but are by no means maximal. One of the principal
objectives of the study was to devise a flexible system configuration wherein
the image-generating capability could be modularly expanded or contracted

as dictated by future requirements.

The image generator is described on a block-diagram level. Its basic
configuration was established early in the study and the remainder of the
effort was devoted to the conceptual design of the resulting subsystems. Three
topics were given special emphasis, because of their significant impact on the

system. These include:

1) priority, or hidden-line, problem
2) object processing section
3) surface generation

The first two topics are concerned with the generation of three-dimensional
objects. The object-processing section is organized around a list-processing
concept for providing priority among objects. This concept significantly re-
duces the hardware and software involved in object generation and allows for
future expansion of capability with only linear increases in complexity. This
new approach to the problem requires that certain restrictions be placed on
the environmental model. A large portion of the study was devoted to deriving
these restrictions and evaluating their impact on environment modeling.

The object-processing section comprises the bulk of the special-purpose
hardware in the system. Its organization is intimately involved with the
practical aspects of its implementation, particularly in view of its probable
implementation with large-scale arrays. In all of these areas, the study often
probed to considerable depth, in order to reach conclusions at the
block-diagram level.

C. RESULTS

The conceptual design of the image generator is described in this report.
The basic principles of operation, the system configuration, and its opera-
tional characteristics are summarized in Section II. Section IV describes
the priority problem, the proposed solution, and the derivation of the required
geometric restrictions. The following section discusses pertinent topics
concerning the state-of-the-art in the semiconductor industry. Present and
near-future capabilities are reviewed and a basis is established for hardware

estimation.

Sections VI through X describe individual sections of the image generator
in more detail. Finally, an estimate of the hardware complexity of the sys-
tem is given, in Section XI, in terms of the approximate number of circuit

cards and their logic complexity.
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II. SYSTEM REQUIREMENTS

A. CHARACTERISTICS OF COMPUTED IMAGES

Some of the basic properties of computed images are stated here to il-
lustrate the types of scenes that may be generated. The environment model
is generally processed by three separate image-generating techniques, each
of which is particularly suited to provide certain types of environment infor-

mation. These techniques include:
1) object generation
2) surface generation
3) point-source generation

In each case, the image is computed in real time and mathematically correct
perspective is maintained.

Figure 1 is a photograph of oze of the displays of the Electronic Scene
Generator installed at the NASA Manned Spacecraft Center, Houston, Texas
(Contracts NAS 9-1375 and NAS 9-3916). It illustrates the application of the
three image-generating techniques.

Object generation is used to form the command and service module,
which is capable of six degrees of motion. The vehicle is approximated by
convex planar faces, which are bounded by straight edges. The object gen-
erating capacity of a system is specified by the number of edges that can be
used to model the environment. In this case, the entire 240- edge capacity
of the system was used to model the space vehicle. "Muchof the detail is not
visible from this attitude and distance. A color is ass1gned to each face as
part of the numerijcal description of the object. Although the ¢olors are usually
fixed for a given mlss1on, the capability exists for changing the color-ar m-
tensity from frame to frame. : e

Although the object appears to be solid, its faces have no thickness. The
observer is free to move arbitrarily close to a face, or through it, in which
case the inside surface would be seen.

The object-generatiang technique is the most general of the three and, in
fact, could be used to provide all of the scene information, if one had no
limit on the number of edges available. Much of the environment, however, is
essentially two-dimensional and can be generated by more economical means.

The ground plane in the photograph is formed by surface-generating
techniques. It consists of an unbounded plane surface, which is covered by
texture patterns. Only one of four nested patterns can be seen from this alti-
tude; the others become visible at progressively lower altitudes. By nesting
the patterns in this manner, a useable level of detail is always provided over

v




Example of Scene Generated by Basic Techniques

Figure 1.
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a large dynamic range. The apparent curvature of the horizon is a special ef-
fect provided for this simulation and does not indicate that the surface is
curved.

The texture patterns are stored in "maps”, which are addressed by the
ground coordinates of the scanning ray. Each of the patterns repeats along
both cardinal axes. An extensive network of patterns is thus provided with
relatively little storage. The stored patterns are easily changed, but must
retain their rectilinear format because they are composed of square cells.

Point-source techniques are illustrated by the stars in the picture. This
approach is useful for portraying objects whose image size is smail relative
to the resolution of the raster. The point sources are displayed at a constant
size, usually one raster element by one raster line pair.

The technique is applicable to the generation of lights when changes in
image size with range can be neglected. Although a close approach to an
extended light source cannot be correctly represented by this technique, the
constant size representation does prevent image interaction with the raster
structure which, at larger ranges, would result in intermittent visibility.

B. OPERATIONAL REQUIREMENTS

The image-generating capability of the system was specified in terms of
minimum scene content and also by a number of operational requirements.
The environment is to be composed of both-planar information for ground and
sky and three-dimensional objects such as buildings and aircraft. The two
views may be used separately in different cockpits, or together to provide two
views for a single pilot. Therefore, each of the views must be capable of the
maximum complexity. A minimum object-generating capability of 500 edges
is specified for each view. The following operational tasks must be accom-
modated: :

1) Circling approach, landing and take-off, day and night
2) Taxiing, day and night

3) Formation flying

4) Air-to-air combat

5) Aerobatic maneuvers

6) Air-to-ground weapons delivery

1. Airport Operations

The first two training tasks concern operation in the vicinity of an
airport. Most of the object generating capability would likely be devoted to
the airport itself for depicting taxiways, ramps, runway, runway markings.
building on the airfield, and nearby obstructions. Secondarily, object
generation may be used to show prominent landmarks and gross geographical
features which would serve to orient the pilot when the airport was not in
sight. Most features of this sort could be limited to a ten-nautical-mile radius
of the airport, the area within which approaches are normally conducted.

|
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Figure 2 shows a very simple airport environment, which was gen-
erated by the NASA system. The runway markings do not conform to standards
and the open hangars are probably unnecessarily detailed. Object-generating
techniques were used exclusively with only a few edgés devoted to defining the
ground plane. Experience with this model has shown that once the airport is
out of sight, there are very few visual cues that the pilot can use to judge his
position, altitude and velocity, demonstrating the importance of having surface
texture.

It is estimated that 500 edges can be used to model an airport with
two marked runways, principal taxiways, several buildings, and modest sur-
rounding terrain. It is assumed that no other moving aircraft are to be de-
picted for these training tasks.

The most demanding image-generating task is encountered at dusk,
when both lights and objects are visible. It is assumed that lights of interest
are those associated with the active runway, its approach path and certain
taxiways. A 10, 000 foot runway with lights every 100 feet would require 200
lights. Limited taxiway lighting would probably require another 200 lights.
With approach lights, runway end identifier lights, and a few lights for marking
obstructions, the total requirement comes to approximately 500. The only
practical way of generating this numbe1 of lights is by point-source techniques.
The fixed size of the point-source images will result in improper perception
of the size of the lights when the pilot is on the ground. If a 1000-line display
covers a 60-degree field of view, then its elements subtend approximately
three arc-minutes. A six-inch runway light viewed from the center of a 150-
foot runway might actually subtend as much as six display elements instead of
one. Although this error is large at close ranges, it does not appear during
the approach phase, where the image size would normally be smaller than the
display resolution.

If the system is used in conjunction with a color television monitor,
the color of the lights may be chosen with the same flexibility as are the object
colors. Most lights on an airport are either red, blue or white. The ability
to change the intensity of the lights is probably important to maintain proper
illumination balance in going from dusk to full night aperation.

The image-generating system places no restrictions on aircraft
maneuvers. The pilot has complete freedom to execute a missed approach,
select an alternate runway — or crash!

2. Other Aircraft

The requirements for formation flying and air-to-air combat are
quite similar. In both cases, the primary visual cue is the other aircraft.
In the latter case, the othe.- aircraft may not be in sight as often as desired,
and terrain features become important for orientation. Both training tasks
may range over large areas of terrain,

It is assumed that, in each case, one other aircraft is involved. In
air-to-air combat, the two views would be in separate cockpits. The same
cenfiguration could serve for formation flying i” an active lead aircraft were
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used; otherwise, both views might be provided for one pilot and the lead air-
craft could be placed on a preprogrammed flight path or put under the control
of an instructor. In either case, both views would be operating in the same
environment. . Because moving objects are involved in these environments,
priority considerations require certain restriciions on the relative positions

of the two aircraft and any three-dimensional terrain. If all maneuvers are
conducted at altitudes higher than the terrain, then the problem can be ignored.
This subject is discussed further in Section IV.

Figure 3 is an artist's rendition of a relatively complex model of an
F-105. Approximately 150 edges are used. If this level of detail were used to
model each of the aircraft involved in air-to-air combat, then 70 percent of
the object-generating capability would be available for terrain modelling.

3. Aerobatic Maneuvers

No particular problems are posed by this task, since the image gen-
erator is capable of responding to any new set of inputs on a frame-by-frame
basis. Any of the environment models previously discussed could be used
here. Recognizable terrain, unique landmarks, and textured surfaces are
features that would be appropriate.

4. Air-to-Ground Weapons Delivery

The significant problems that are added in this task are: (1) the
ballistics of the weapon, (2) portrayal of the weapon during flight, and (3)
portrayal of impact effects. The ballistic computations become quite complex
for many weapons. The available computing time in the general-purpose
computer would limit the fidelity of this computation if it were performed by
the image-generating system. An alternative approach could be employed if
sophisticated ballistics were required. The dynamics of the weapon could be
computed by the flight dynamics computer and supplied as inputs through the
channel otherwise used to control a second aircraft.

Either point or object generating techniques could be employed to
depict the weapon in flight. Tracer-bullet paths would best be provided by
the former; air-to-ground missiles would be more accurately represenied by
the latter technique. Weapons effects may be shown symbolically in a variety
of ways, such as changing the object's color, enlarging the object, or elim-
inating it. The capabilities of object and point source techniques determine
the kind of effects that can be shown; the amount of reserve computing power
determines the degree of sophistication that can be employed.

C. SUMMARY OF REQUIRED CAPABILITIES

The following image-generator capabilities are needed to satisfy both the
stated requirements and those implied by the training tasks:

1) Each view will have a 500-edge object-generating capability. Tais
implies that, when both views are used in a single cockpit, they will
each view the same 500-edge environment. When the views are used
in separate cockpits, such as for air-to-air combat, they will be
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Figure 3. Artist's Drawing of F-105




2)

3)

4)

5)

operating in a common environment, except that each may view a dif-
ferent aircraft. Thus, the terrain portions of the environment will be
the same, but storage must be provided for two separate aircraft.
Assuming that each aircraft is modeled with 150 edges and the re-
maining capability is used for terrain, environment storage must be
provided for 650-edge complexity.

Each view will have a textured surface generator that will provide
images of one plane surface. The primary use of textured surfaces
will be to provide motion cues over large expanses of ground. At the
present time, insufficient data are available to evaluate the efficiency
of using this technique to provide recognizable features such as run-
ways and roads. Therefore, its images will be principally symbolic.
However, rather than having all patterns repeat indefinitely, maps
will be provided to select semi-unique locations for certain patterns
as an aid to navigation. A new approach to surface generation will ba
used (rather than that used in the NASA system) so that standard
television monitors may be employed.

Point-source generators will provide the capability of displaying at
least 500 light-source images. It is assumed that only one aircraft
will be flying in an environment which uses the full point-source gen-
erating capability. This would permit both views to be used by one
pilot during this training task but would not allow two independent
simulations. If the two views are used together, the point sources
may appear in either of them and in any combination. All fixed
airport lights will be generated by this technique. The color (or gray
shade) of the lights will be represented by a six-bit number in the same
manner as object faces.

Sufficient reserve computing capability will be provided to process
modest air-to-ground weapons effects. This would include one or
two missiles in flight at the same time, or tracer fire. In the latter
case, the capabilities of the point-source generators would be de-
voted to this task.

Sky will be represented by a solid "background” color. The color
may be any of those normally used to represent objects.

9/10
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II. SYSTEM DESCRIPTICN

A. PRINCIPLES CF OPERATION

This section of the report describes the basic mathematical principles
employed in the three image-generation techniques, shows the computational
tasks that must be performed, and establishes nomenclature for later reference.

1. Object Generation

The object generating technique is concerned with finding the per-
spective image of the three-dimensional portion of the environment. The
environment features are approximated by convex polygons arranged to form
objects. There are two main facets to object generation. The first is to find
the display plane images of the individual polygons. The second is to delete
those portions of the polygons that are hidden by others. This section is
primarily concerned with the first topic. The obscuration problem is dis-
cussed in Section IV.

The perspective images are computed on a display plane that is a
mathematical analog of the actual display device - usually a cathode ray tube.
The display plane is assumed to be flat and, for purposes of this discussion,
is square in format. The display plane is mathematically scanned in the same
manner as the electron beam traces out the raster pattern in the CRT. Table I
lists and defines the quantities used in describing the display plane and the
raster scan depicted in Figure 4. The observer's eye position, called the
station point, is the origin of a display coordinate system with axes u, v, and w.

STATION
POINT

CISPLAY
ze PLANE

Figure 4. Image Formation
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TABLE 1

DISPLAY QUANTITY NOTATION

1. T - line number (within a Tield)
2. J - element number
3. d - display half width and half height
4., p - distance from station point to display plane center
5. m - number of active display elements
6. n - number of active display lines
7. A - edge intercept quantity, J(I=0).
8. B - edge slope, AJ/Al
9, F\C - vector from station point to upper-left-hand corner of display
expressed relative to d: PC = (p/d) ¥ - ¥- %
10. ﬂ - vector in the line direction = (4/n)W
11. PE - vector in the element direction = -(2/m)¥

The display plane is centered on the u axis and perpendicular to it. Axes v and
w are oriented, respectively, along a raster line in the direction of increasing
element number, and perpendicular to the lines in the direction of increasing
line number.

The raster lines are numbered from the top of the display to the
bottom, and elements are counted from left to right. The raster pattern is
traced by the vector P, which emanates from the station point and points to
successive display elements. This vector is described in terms of its three
components, PC, PL and PE. PC locates the starting point of the scan in the
upper left-hand corner. The vector PE is used to step P along the scan line,
and PL is used to go from line to line. The P vector to any point on the dis-
play plane can be expressed in terms of an element number, a line number
and these three components. These quantities have been defined in a form
that is convenient for computation and are normalized to the display width
so that only the u component of PC need by changed to modify the computed
field of view,

Figure 4 shows a simple three-dimensional situation which il-
lustrates the principles of image formation. The P vector and the vectors to
the vertices of the face are the only quantities needed tc find the image. It is
necessary that all of these vectors be expressed in a common coordinate sys-
tem. In practice, the vertex coordinates are stored in an environment memory
relative to some object coordinate system. AnL vector is computed for each

12
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frame which relates the station point and the object coordinate system; the VL
vectors are then easily formed by addition. It is, therefore, only necessary

to transform the three P vector components and the L vector to object coordinates
to provide compatibility. '

In order to find the image of the face shown, we must know when the
extended P vector pierces the face 1-2-3-4. The problem is further simplified
by examining the position of the scanning ray relative to the edges. In these
terms, the face is pierced only when the ray is simultaneously below edge 1-2,
to the left of edge 2-3, above edge 3-4, and to the right of edge 4-1. The
edges are thought of here as infinite lines rather than line segments.

Consider the edge 1-2 and its image. The scanning spot is below
edge 1-2 only when the scalar triple product P+ (VL1 x VL2) >0. Call this
condition Fl' Similarly,

P left of 2-3 is equivalent to P- (V—L_) x VL3) > 0 and is called F,

P above 3-4 is equivalent to P- (\7133 X \TL_Z) > 0 and is called F‘3

‘ - — —_
P right of 4-1 is equivalent to P- (VL4 x VL1) > (€ and is called F4
Therefore, the condition that the P vector be inside of the image of face
1-2-3-4is F = F1F2F3F4, where juxtaposition denotes logical AND.

If the side of the face where the vertices appear in clockwise order,
as above, is called the front face, then F is the condition for drawing the
front face. Call 4-3-2-1 the back face, and say that B is the condition that the
extended P vector ray pierces the face through the back side. Then B =
F1F9F3Fy4, where the bar denotes logical negation. By convention we will
say that the back side of a face is that side interior to a polyhedron.

. Far agiven edge, say 1-2, we must monitor the sign of
Q=P (Vlj x VL.2). Q<0 indicates that the scanning ray is on one side of the
edge; Q > 0 indicates that the scanning ray is on the other side. Alternatively,
we may look for @ = 0, knowing the direction (positive or negative) in which Q
is changing. The scanning spot, defined by the P vector, describes a raster
pattern moving across successive elements on each consecutive line. ~Q may
be expressed in terms of the raster parameters by stating the P vector in terms
of its starting location, PC, and its line and element dependent components
PL and PE respectively. Expressing P in terms of line and element numbers:

P
—_ — — . —_— —
Then: Q= = PC- (VL1 x VL2) + I PL-(VL1 x VL2)

| S
[
X
<
o
»

- J PE- (VLix VL)

Q=QC +1QL -J QE
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where
QC = Bt - (VL1 x VI3
QL = -ﬁi‘ (V——\LIX'VLE)
— ) —\
QE = PE - (VL1 x VL2)
Suppose that QE = 0. Then Q = QC + IQL changes at most each line
period. Its sign can be checked at the beginning of each raster line. This

situation arises when an edge image is exactly parallel to a raster line.

Suppose that QE # 0. Then Q= QC + IQL - J QE == 0 when J = J
QC/QE + I QL/QE. Jo is the element number for the particular line I at whlch

‘the scanning ray mtersects the edge. The direction in which Q 1s changing as

a scan line is traversed is given by the sign of QE.

Q crosses zero when the scanning vector, P, comes into the plane con-
taining the two vectors VL1 and VL2. Since we are interested only in the zero
crossing, the magnitude of the scalar triple product may be scaled arbitrarily.
This allows the VL and P vectors to be independently multiplied by non-zero
scalars. In practice, the VL vectors are normalized and the P vector is ex-
pressed relative to the display dimension "d".

The equation of the edge image is:

J =A +1IB
o

where
. QC
A-QE
_ QL
B—QE

When B is very large, J, is not of interest because it changes radically
from line to line. This situation corresponds to an edge image which is nearly
parallel to a raster line.

We will compute J, only for those cases where the edge image crosses
two or more raster lines; o?herwise we will compute the line number which
satisfies the equation:

The range of the numbers which must be handled is thereby limited.

Thus two situations arise. For the normal case, the edge ‘mage is
represented by:

.
3
3
¥
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QL
QE

When the image is almost parallel to a raster line, -.the A and B quantities have
a different interpretation;

B

v QC
=0
" B'=1.

Here A'is the negative of the line numiber and B' is a number which, when
added to A', will change the sign of the sum when the image line is reached.

In addition to the A and B quantities, the sign of QE (for the normal
case), or the sign of QL (for the parallel case) is required so that the sign of
Q may be determined from the sign of A, that is, to indicate the side of the
edge we are on for the zeroeth element of each line.

There is one ambiguous case, which can arise because edge image
quantities are formed for edges that lie behind the station point as well as
for those which lie in front of it. The ambiguity can be eliminated by testing
the station point position to see if it lies on the front or back of the face. If the
station point is on the front side, then is it impossible to see the back. This

test, which must be performed for every face in the environment, is called the
"aspect” test.

The computation of the A and B edge parameters involves a large
amount of repetitious vector arithmetic. Even the most powerful general-
purpose computers of today ¢ould not complete these computations on a
meaningful number of edges within a frame time. For this reason, special-
purpose arithmetic units are employed to implement the Object Computing
Section. It should be noted that the vector cross-product computations do not
depend on the attitude of the display plane. As a consequence, these results

may be used to compute a number of different views from the same station
point.

2. Surface Generation

The techniques of surface generation are used to compute the image
of a single plane surface. The approach used is somewhat the inverse of
that used for computing objects. In the latter case the objects were projected
onto the display plane and their image was determined relative to the raster
elements. In surface generation, on the other hand, the raster elements are
projected onto the plane surface.

The geometry of the surface scanning problem is shown in Figure 5.
The coordinates of the plane surface 2re defined by the (X, Y, Z) system.
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STATION POINT

A

SCANNING RAY

ENVIRONMENT
INTERSECTION

X yALND

Figure 5. Surface Generation Geometry

The station point is assumed to be at an altitude H above the plane. For
simplicity, the station point is shown directly over the origin of the ground
coordinate system. The coordinates of the intersection of the extended P
vector and the plane surface must be found.

With the P vector expressed in ground coordinates, the X and Y,,,Q‘
intersection points may be found by proportion. They are: )
Y

HPx
Y

HP
Y = —)
-

z

The subscripts denote the components of the vector. The intersection points
must be computed for each element on the display plane. By expressing the
P vector in terms of the line and element numbers, the above expressions
may be rewritten to show this dependence explicitly:

H(PC + IPL + JPE)
X = P T IPL TV B

16




H(PC + IPL + JPE)y
(PC + IPL + JPE)z :

Y =

In the general case, both the numerator and denominator of these
expressions change from element to element. This would imply that two
divisions must be performed to compute the intersection coordinates for each

/ element. This problem was circumvented in previous implementations by
using a special display with a rolled raster. By properly rolling the mathe-
matical display plane (and using the physical display to re-introduce the roll)
it is possible to cause the Z component of PE to vanish, making the denom-
inator constant over a raster line. The ground coordinates are then linear
functions of the element number and may be found by addition. There are
difficulties associated with the requirement for a special display of this type,
particularly when working with color. This study considers an approach to
surface scanning that provides the quotients by taking advantage of the fact
that only certain changes in the results are significant. The details of this
method are discussed in Section IX.

The ground plane information is stored in "maps" or digital memory
that can be addressed by the intersection coordinates. Patterns are defined
by storing colors in memory locations that correspond-to square cells on the
ground plane. The patterns may be made to repeat both in X and Y by ignor-
ing higher-order bits in the address. A hierarchy of patterns is provided by

s using a number of different maps, each with a different basic cell size or
scale factor. Maps may also be used to specify the location of patterns gen-
erated by other maps. The primary advantage of the surface technique is that i
once a pattern is defined by a map, it may be used repetitiously over a surface
with no additional hardware.

3. Point-source Generation

The point-source technique, conceptually the simplest of the three
techniques, is used to find the display plane image of a set of points in the
environment. All that need be determined for each point is the element and
line number of the nearest display plane element and the color to be used.

The computation of point-source images is most conveniently per-
formed with all vectors expressed in display coordinates. If the location of
a point source is specified relative to the station point by a vector S, then its
image coordinates are given by:

S-
L AW
1-2 [1+ds

u J
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The line and element number must be computed to the nearest integer. If
intense point sources are required, it may be necessary to display them on
both fields of the raster (and occupy two lines) to avoid flicker. In this case,
it is necessary to retain one fractional bit of the line number, so that the
proper line may be selected during each field.

Unlike objects, point-source images can never fall in more than one
view at a time when multiple views are arrayed about a single station point.
Therefore, it is practical to compute a view assignment for the points and a
common computing unit may serve a number of views.

B. SYSTEM CONFIGURATION

The block diagram of Figure 6 shows the principal elements of the
image-genernting system. It is divided into the following four subsystems:

1) General-purpose Computing
2) Surface Generation

3) Object Generation

4) Point Source Generation

The General-purpose Computing subsystem serves all three image-gen-
erating subsystems. It accepts inputs from the flight dynamics computer
which specify the position and attitude of the aircraft. It performs computa-
tions related to the motion of the aircraft and supplies the basic data required
by the other subsystems.

Two blocks, in Figure 6, are shown as being part of two subsystems
because, functionally, they serve their respective subsystems; physically,
however, they are part of the general-purpose computing equipment. The
object environment memory stores the vertex, face, and color information
for all three-dimensional objects. It also serves as buffer storage for
priority information and the display vector quantities required by the Object
Computing Section. The Point Source Computer is a separate processor that
calculates the line and element numbers of the points.

Each of the image-generating subsystems operates independently. Each
fr..ne, new data are received from the general-purpose subsystem and video
data are supplied in real-time to the Video Processors. Here, the data are
combined, decoded, and converted into analog voltages to drive the displays.

The video data words supplied to the Video Processors consist of six-bit
numbers. These numbers are used in one of two ways, depending upon whether
the system is to be used for color or black and white. For black and white
operation, the numbers are converted directly to analog voltages. For color
operation, the number is used as an address to access a 64-word color
memory. Each word in the color memory contains three numbers that specify
the intensity of the red, green, and blue components of the desired color. The
color memory and additional digital-to-analog converters are the only extra
components involved in providing color.

18
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The Video Processors combine the video data generated by each sub-
system using a fixed priority relationship. The surface generato: output has
the lowest priority, which means that its data are displayed only when no
other data are present. Point-source video has the next highest priority and
is displayed in preference to the ground surface. Object video is always dis-
played when present. This method of combining the video is only valid for
point sources at ground level such as runway lights. The relative priority of
point sources and objects would be reversed for representing tracer fire,
neglecting the case where rounds drop behind objects (which occurs infrequently).

The Object Generating Subsystem is divided into two sections. The com-
puting section performs the vector mathematics described previously. Its
output is the set of A and B edge parameters. Both computing blocks have
sufficient capacity to process 1000 edges and can therefore provide data for both
channels. The object processing section constructs the display plane image
from the edge parameters. Data are prepared line-at-a-time in the Video
Assembler.

Each of the blocks shown in Figure 6 is discussed in more detail in sub-
sequent sections of this report. Functional requirements, limiting design
factors, estimated complexity, and possibilities of expanded capability are
included in the discussions.

C. SYSTEM PARAMETERS

The conceptual system design is based on the parameters discussed below.
The selected parameters were chosen on the basis of operational requirements
and practical factors affecting the implementation. A shortdiscussion is
included in each case, to show the rationale behind the choice.

1. Field of View

The computed field of view for each display channel is controlled by
a numerical constant. Although it is possible to scale the computations for
any field of view between 0 and 180 degrees, it is not practical to accommodate
the entire range within one program. In addition, the extremes of the range
are not usually of practical value. Therefore, a working range of 45 to 120
degrees is assumed. This angle refers to either the display width or height
and there is no necessity for the two to be equal.

2. Raster Parameters

The design of the image generator depends strongly upon the choice
of the television line standard. On the assumption that vertical and horizontal
resolution are to be comparable, the number of picture elements to be com-
puted varies as the square of the number of display lines.

The line standard not only affects the computed video rate, but is
especially significant in the design of the Object Processing Section (see
Section VII). In particular, the amount of hardware in the Video Assembler
is directly related to the number of picture elements on a raster line. For
this reason, it is impractical to provide programmable control over the line
standard. The system is therefore ba~ed on a 1023-line display with the fol-
lowing characteristics:
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Frame rate - 30 fps

Interlace - 2:1

Active lines and elements - 1000 nominal
Line period - 32. 6 microseconds

Active line time - 27 microseconds
Video clock rate - 40 MHz

3. Coordinate Systems

The most complex training task requires two dynamic coordinate
systems {one for each aircraft) in addition to the ground, or fixed, reference
system. One additional coordinate system is provided for each view. This
allows the station point to be moved relative to the center of gravity of the
aircraft and the sight line to be offset from the aircraft's forward axis.

4. Range and Range Resolution

These quantities refer to magnitude and precision of the X, Y and 2
displacements of the dynamic coordinate systems, relative to the reference
system origin. There are no inherent limitations on these quantities, but the
following values can be accommodated with single precision computations:

Translational Range - 1220 feet (approx. 175 nmi.)

Altitude - 0 to 217 feet (approx. 20 nmi.)

Resolution {least increment) - 2-5 feet (translation and altitude)

5. Input Interface

The image generator requires flight dynamics inputs that specify the
position and attitude of the aircraft and certain control information. A com-
plete set of inputs is required once per frame. An all-digital interface is
assumed.

The position of each dynamic coordinate system is specified by the
X, Y and Z coordinates of its displacement from the reference origin. These
input quantities may be either whole numbers or incremental. In the former
case, the complete position description is supplied each frame, requiring a
32-bit word for each guantity. In the latter case, the problem is started from
some initial point and the dynamics computer supplies the changes in position
from frame to frame. The choice of format is unimportant at this time. A
total of six data words is required to describe the positions of both aircraft.

The attitude inputs may also be provided in a number of different
formats. One method of defining attitude is by means of Euler angles. If
Euler angles are used, the inputs may be the three angles, the sines and
cosines of the three angles, or related incrementa! quantities. Often, the
dynamics computer nas available the direction cosine matrix relating the air-

craft coordinate system and the reference system. This is the most convenient

format for the image generator. A total of 18 words would be required for
both aircraft, These data should be supplied with 16-bit precision.
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A small amount of control information is required. These tits
would be used to initialize or hold the position of the dynamic coordinates sys-
tems, signal weapon firing, etc. A single data word suffices. The entire
data communication between the dynamics computer and the image generator
consists of a 25-word transfer each frame.

6. Output Interface

The output consists of analog video signals and synchronizing pulses

for the television monitors. Separate synchronizing signals are provided and,

in the case of color output, it is assumed that the monitors accept direct red,
green and blue video drive. All signals would be provided on 92-ohm coaxial
cable with a nominal amplitude of 3 volts peak-to-peak.

22
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IV. PRIORITY

A. BACKGROUND

One of the most significant problems that must be faced in the real-time
computation of images is the priority, or hidden-line, problem. In our everyday
visual perception of our surroundings, it is a problem that nature solves with
trivial ease; a point of an opaque object obscures all other points that lie
along the same line of sight and are more distant. In the computer, the task
is formidable. The computations required to resolve priority in the general
case grow exponentially with the complexity of the environment, and soon
they surpass the computing load associated with finding the perspective images
of the objects. This occurs because the problem is a relational one where, at
least implicitly, a point on an object mustbe  compared with other points on
that object as well as with every other object, in order to reach a decision as
to its visibility. Fortunately, many simplifications result when the objects
are restricted to non-interesting polyhedra with convex faces. In this case,
the problem is reduced to one that grows as the square of the number of con-
vex objects. This, too, soon becomes intolerable. It means that advances
in computing technology (or increased expenditures) would not lead to pro-
portionate improvements in image complexity. The solution of the priority
problem would always be limiting.

The hidden-line problem has received much attention recently from
workers in the computer-graphics field. Most of these efforts have dealt
with the problem as it applies to line or vector drawing displays. The dif-
ficulty is even greater here, because the picture information is presented
sequentially, object line by cbject line. Thus, if a portion of a line is hidden,
this fact must be computed and the line segment appropriately modified before
it is displayed. In addition, since the display refresh time is fixed by other
considerations, the complexity of the image is limited by the display writing
speed. Both of these problems are eliminated in a raster scan system. Par-
allel computing channels may be employed to accommodate increased scene
complexity and, with object data available in parallel, priority may be im-
plemented by a technique analogous to video insetting.

Nevertheless, relatively few people have been concerned with computing
images for raster scanned displays, and this work has primarily centered
around the use of large general-purpose computers in non-real-time, Warnock,
at the University of Utah, has achieved significant results with his hidden-
line algorithm, which can handle intersecting polyhedra. Images containing
in the neighborhood of 2000 polygons required approximately four seconds of
computing time on a Univac 1108. Thealgorithm seeks out complex areas on
the image plane and resolves these while skipping over portions that contain
no new information. The computing time is a function of the average image
complexity, but the time spent in computing a particular area of the picture
may be relatively long. This concept of "frame averaging” is not readily
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extendable to a real-time system organization because the computing power
and the data buffering requirements in several segments of the system are
strongly dependent on certain image-plane statistics that are not well known at
this time. :

Real-time solution of the priority problem was implemented in the NASA
II system by a priority matrix technique which is described in the next
section. It is a direct solution that may be used (at least in concept) to handle
any environment that can be constructed from non-intersecting polygons. It
has two drawbacks. The hardware complexity increases with the square of
the number of objects to be generated; and associated computations, although
somewhat dependent upon the geometric arrangement of the environment, also
tend to increase as the square of the number of objects.

The conviction that future systems must avoid the type of limitations in-
herent in the matrix approach led to the development of what is termed a
"priority list" technique and a system organization based on it. The priority
list technique reduces the problem to one that is linearly dependent on the
complexity of the environment. This feature is obtained by sacrificing some
of the previous freedom to arrange objects geometrically to form environments.
This section of the report is concerned with the rigorous determination of the
required geometric constraints - an initial step in the practical application of
the concept.

B.\MATRIX TECHNIQUE

The object-generating techniques described mathematically in Section
III.A. deal basically with finding the perspective image of a polygon. The
polygons (object faces) thus formed are necessarily convex. They are de-
termined by the intersection of a set of half-spaces corresponding to the
(infinite) edges in the display plane.

A convex body may also be described by its vertices. For example, the
quadrilateral in Figure 7 has vertices A, B, C and D. They define the

Figure 7. Convex Quadrilateral
convex region, R, which consists of all points that satisfy:
R = alA + azB + a3C + a4D (1)
24
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for all Q that satisfy:

Y oa.=1 a20
i 1 1

This description is also valid for solids, in which case the vertices would not
be coplanar. -

It can be shown that any two non-intersecting convex bodies may be
separated by a plane. A separating plane may always be constructed by find-
ing a minimum distance line segment connecting the convex regions and
placing the plane so that it is pei'pendicular to this line and contains a point
in it. Figure 8 illustrates some conventions used to describe such planes.

Figure 8. Separating Plane

The name, pi, is on the iront (true) side, and the normal vector points out of
the back (false) side. The true side consists of all points X for which:

X+ NSP +N (2)

An observer, by determining which side of a separating plane he is on,
can resolve any priority conflict that may arise. That is, if two faces are
generated for the same display plane element, the correct one may be chosen.
It should be noted that this priority determination depends only on the ob-
server's position in the environment and not on his direction of view. Only
one test need be made even if multiple views are to be computed from the
same station point.

By using a few simple rules, the priority question may often be resolved
among a group of faces without resorting to separating planes. An example is
a convex solid. Actually, a thin-walled shell, rather than a solid, is generated.
The outside faces of the solid would be given priority over the inside faces.
If it were unnecessary to go inside the obje.t, then the back faces would not
be considered. No conflict can arise among the outside faces because the
convexity condition assures that their display plane images do not have common
areas. Theterm "object" will be used to indicate a priority entity which may
consist of a single convex face, a convex object, or the convex hull of a group
of objects.
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A matrix is a convenient way to represent the pairwise priority relation-
ships. The priority matrix, A, consists of the set of elements aj; where
ajj = 1, if object i may obscure object j or a;; = 0 if object i cannot obscure
object j. Figure 9 shows a perspective drawing of three objects. In this

NERERE: N1 o2 3
i O »p ﬂpg 110 1 O
2l 5, o op 2o o 1
3l o; 5, O 311 0 o
Original Matrix Matrix Evaluated
for Vantage Point
Shown

Figure 9. Priority Situation and Matrix

case, as is almost always true, faces of the objects could be found to serve as
separating planes. The original matrix shows the separating planes as entries
where the bar over an entry denotes the logical complement (false side of plane).
The right-hand matrix is evaluated for our viewing position. The value of the

matrix entries is controlled by our position with respect to the separating planes.

The matrix entries must be evaluated as the observer's position changes
(generally once per frame time). In hardware, the matrix may be thought of
as a cross-bar switch whose connections are alterable at the frame rate.

The video associated with a column object would be displayed unless a "one"
were present in its column and the corresponding row object were being gen-
erated at the same time. In other words, if unblanked object video is applied
to the rows and the "ones" denote connections to the columns, the colunin
outputs would be blanking signals. These priority decisions are made on an
element-by-element basis.
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Some of the disadvantages of this approach for large numbers of objects
are obvious; others are more subtle. The size of the matrix and its physical
analog can become prohibitive. If the switching network approach is imple-
mented, then all of the object data must be available in parallel and the circuits
must respond at the video rate. Other implementations are possible that
would allow serial priority comparisons. The important observation is that
not cnly must the matrix data be stored, but all object data must be accessible
for priority decisions to be made. Thus, an indeterminate amount* of object
data (some of which may be blanked) must be retained until a decision can be
reached.

C. PRIORITY LIST TECHNIQUE

Most of these drawbacks disappear if it is possible towork with a list of
objects that are ordered by their priority ranking. If the list were ordered,
for example, from highest to lowest priority, then the first object in the list
could have no other objects take priority over it, and the last could not take
priority over any of the others. One advantage to such an approach can be
seen immediately. Once the first object is processed and its display plane
image is known, then any data pertaining to subsequent objects that occupy
the same display elements may be discarded at once, because such data would
be hidden. The image may be built up in this way, object by object, retaining
only the visible image data at each step. An analogous procedure could be
used to process the list in reverse order, if desired.

There is, of course, no matrix to be stored when the priority list approach
is used, because the priority information is contained in the processing order.
If n objects are involved, the priority computation consists of finding a list
of length n rather than an array of size n<.

It can easily be seen that some priority situations that can be represented
by a matrix cannot be processed in a list. For example, no list can be formed
for the scene shown in Figure 9. With reference to the matrix, one finds that:
(1) may obscure (2); (2) may obscure (3); and (3) may obscure (1) -- an
unending chain. It is important to note, though, that this chain could be broken
by constructing one of the objects by using two smaller ones (at some cost in
the number of edges used). One possibility would be to cut object (3) into two
parts with plane pj. The part hidden by (2) would be called object (4). A list
could then be found for this env.ronment for all possible vantzge points.

Other examples of what is called an "improper"” environment can be con-
ceived - some simple, some intricate. They are all characterized by a
closely packed, interlocking structure. It appears that many useful environ-
ments are also "proper" ones in the priority sense. It is also likely that, if
an environment designer could readily distinguish between 2 preper and im-
proper situation, he could often avoicd the latter withsii sacrificing his artistry.
If all else fails, he can always solve the problem by splitting an object into
two.

*
The amount will depend on the "depth"” and extent of priority conflict and is
environment-dependent.
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D. THE PROPER ENVIRONMENT

It is not too difficult to distinguish proper and improper environments when
only a few objects are involved. Thereal problem arises with practical
environments containing many objects. A set of rules is needed for constructing
proper environments (or detecting improper ones) which places the weakest
possible constraints on the environment. This set of necessary and sufficient
conditions is derived by considering the restrictions that must be imposed on
the priority matrix. The first step is to find the allowable patterns of ones
and zeros in a matrix evaluated at a particular vantage point. The conditions
on the general matrix are then established.

1. Graphical Analysis

Some of the concepts of graph theory are useful in analyzing the
priority problem. The graph is also a converient way to visualize certain
relationships. A directed graph consists of a set of nodes and arcs. An arc
connects two nodes and is directed from one node to another by an arrow.

For the priority problem, the nodes represent objects and the arcs indicate

the relation "may take priority over". A directed graph, G, may be associated
with a priority matrix. G would contain a node for each object, say, vy, vg,...
vn. An arc would be directed from v; to v; if the matrix entry aj; = 1; other-
wise, the arc is omitted. The graph show;\ in Figure 10 shows tl{e priority
relationships for the objects of Figure 9.

Figure 10. Graph Associated with Matrix
of Fig. 9.

The arcs in this graph show all of the necessary relationships between
the objects as specified by the matrix. The fact that there is an arc ffpm v
to vg and another from v2 to v3g does not imply a relationship between vy and
v3. In considering a list structure, however, the implied relationships are
important. If the list is to be valid, then the graph associated with it must
not imply relationships that contradict the matrix (or its graph). Implied
relationships are found by following paths that aredirected sequences of ares.
If a path exists from v; to v;, then vj is said to be reachable from v;. A cir-
cuit is a path whose initial and terminal nodes coincide. The graph of Figure
10 contains a circuit.

We wish to form an ordered sequence of objects v;y, Vvi2, ..., Vip,
such that v;; has the lowest priority and vij, has the highest. It is not necessary
that this list be unique; only that it not violate any of the relationships dictated
by the matrix. The graph associated with the matrix must not contain any
arcs from vj; to vy, for any j <k.
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It is obvious that no list can be formed if the graph of the matrix
contains a circuit. The list issigns a priority level L to each object. In our
example of a circuit, we would require L (V1)<L (V)<L (V3)<L (V;), which
is contradictory.

The converse can also be shown, i.e., if the graph does not contain
any circuits, then a level assignment or list can always be formed. Let
the original priority matrix be A and its associated graph, G. Assume that
the objects in the matrix are numbered vy, vg,..., vy. If there are no circuits
in the graph then there is at least one node with no outgoing arcs. (If no such
node exists, then an infinite directed sequence of arcs could be formed and,
since there are a finite number of nodes, the path would eventually close on
itself at some node forming a circuit.) Label the node vii. If there are
others, assign them labels v;9,...,vik. Form a new matrix A' where these
are the first k objects and a new graph G' = G-- {vj1, Vi2,...» vikj'
Certainly G' does not certain any circuits. Therefore we may find at least one
node of it which has no outgoing arcs. This process may be continued until all
nodes are relabeled, and the matrix A' is completed. A' wiii be strictly
lower triangular, because there are no arcs going from vjj to vji for j<k
by construction. Therefore, the matrix associated with any graph that does
not contain circuits can be reduced to triangular form by a permutation
matrix Q:

A' = Q'AQ (3)

A priority level assignment may be made for each object of A' by letting
L(vij) = j. The higher the level number, the higher the object's priority.
The main diagonal entries in the matrix are always zero (a;; = 0 for all i)
since an object cannot take priority over itself. The matrix is asymmetric in
the sense that a5 + an <1for alli# j. If all objects are separated by planes,
then the equality holdd'and the matrix represents a complete order, that is,
the level assignment is unique.

From the above, we may conclude that the following statements are
equivalent:

1) The graph G associated with A contains no circuits.
2) A level assignment or list may be formed.

3) The matrix A may be reduced to strictly triangular form,

2. Matrix Criteria

A more analytical statement is needed for the matrix conditions that
guarantee that there are no circuits in the graph. Alternate criteria for the
matrix A may be found which are more useful in further analysis.

The squar matrix A has elements a;;. which may take on the booiean
values zero or onc. Circuits of length one are precluded by stipulating that
ayq = 0 for all i. L there is a circuit of length two through node i, then there
are two arcs with corresponding unit matrix entries at aj; and ag;. Since
these are non-negative numbeors, circuits of length two are precluded by re-
quiring:
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Zaikakizo’ for all i (4)
k

The summation of (4) is the ith diagonal entry, aii(z) of the matrix AZ. The
parenthetical superscript denotes that the elementis associated with second
power of the matrix. Circuits of length two do not appear if A is asymmetric
(ai]- + a4 <1). Ingeneral, the (i, j) entry of AT is the number of paths of
length r between nodes i and j. For a matrix of order n, we need be con-
cerned only with circuits of length n or less, since any longer ones must nec-
essarily include shorter ones. Therefore, if all of the diagonal elements of
the matrices A, AZ, ...,Am" are zero, then the associated graph contains no
circuits. This may be expressed mathematically in terms of the trace of the
sum of the matrices:

tr [A+A2+. .o+A"] {

Since it is only necessary to know whether this expression is zero
(or not), it can be simplified by replacing the ordinary arithmetic operations
of multiplication and additicn by boolean operations. Multiplication and ad-
dition are carried out in the usual manner, except that (1 + 1)g = 1 and (k)g=1
for any non-zero integer k. The subsc.ipt B indicates a boclean operation.
Boolean operations are assumed in all of the following and subscripts will be
omitted. It follows that the (i, j) element of AT is a one if there are any paths
of length r between i and j and it is zero otherwise.

= 0 —e priority list exists

# 0 —= no priority list exists (5)

Up to this point, we have been considering matrices with numerical
entries such as would be obtained for a particular position in an environinent.
In the general case, the entries are logical rather than numerical and consist
of the separating plane variables. We are interested in knowing that a list
may be found not only for a particular position in the environment, but for all
possible positions. However, it is generally not necessary to consider all of
the possible matrices that could be cbtained by assuming that the separating
plane varlables can take on independent states. If there were s separating
planes, 25 different matrices might result. Usually, the geometry of the
separating planes precludes some nf these states. Figure 11 shows a plan
view of a simple environment, where the separating planes and the objects
extend vertically out of the page. In this example, the state (p1p2p3) cannot
be obtained, since it is impossible to be on the true side of all threé planes
simultaneously.

What conditions are necessary to assure that the diagonal terms of
the first n powers of A are zero, as required by (5)? The matrix entries,
aji, are thought of now as separating plane variables such as Py and pk, or
they may be identically zero. We must have:

a‘?) =0
ii

for all indices, i, and powers, r,from 1ton. (6)

30




DIER e B, owmemin

__+ 1 2 3 4 1 2 3 4
, 1ITO0 bp; p, D 1‘*_0 Py Py D
2! P O1 p2 p3 219 O1 p2 53
BIB; by, & D 35y By O B
4 p3 Py Py O 4'p; Py Py o
Matrix (1) Matrix (2)
Figure 11. Priority Example
Forr = 1:

The condition is always satisfied, because the main diagonal elements

of A are identically zero.

Forr = 2;

The condition is satisfied by the asymmetry of A. Denoting the ith

row vector by a, and ith column vector by a!, we have:

2) _ E . _ Load
i T L T R
k

since either a P a

k K1 0

k
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Forr = 3:

It can be shown that:

ai?) = a§2) .als a, Aal (8)

It is helpful to write this expression out in the following form and view it as’a
dot product of the vector a, with the column vector (Aal);

a,.
a11

3) _ 2i

a;’ = (ail’ Bigyeees ain)[A : (9)
i

(3)

For a;;”" to be zero when some a;; = 1, we need the jth element of the column
vector (Aal) to be zero. If some ajj = 0, then the jth element of (Aal) may be
either one or zero. Therefore, we require:

a; " a'< Eij for all i and j (10)

or in matrix form: Aa'< (Ei)t

The inequality applies to each component of the vector.

If each object is separated from every other object by a plane, then
the matrix is complete and a;; = a.. for all i # j. This is the case of practical
interest and allows the substitution of a! for (Zi)t. The conditions of (10) then
become:

a - a'< a;; for all i and j (11)

or in mawrix form: Aa' <a'for all i (12)

This relatinnship also assures that the diagonal terms of all higher-order
matrices will be zero, since:

ag) = a, Ar-lai Sai-ai =0 (13)

Therefore, the necessary and sufficient conditions for the complete
matrix A to represent a proper environment ave given by (11). These results
may be interpreted graphically by considering the expression for a path of
length r between nodes i aad j:

= a.Aa‘] <a. al <a.. {14)
i i ij

a,,
1
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If such a path exists, then there must be a direct arc from i to j. Certainly,
there is no arc from j to i if there is one from i to j (because there is a sep-
arating plane between i and j). Hence, there is no possibility of a circuit.

The application of (11) to detect an improper situation can be il-
lustrated by considering matrix (1) in Figure 11. The matrix is & valid
representation of priority for the environment shown. Consider the term ags.
According to (11), we must have:

_ e . R E
p22a4 a = p3[.'>1 + Py 0+ ,,3p2+ 0. Py (15)

The second and fourth terms are obviously zero. The third tern: is no pro-
blem, since it contains p,. Multiplying through by Pg, we find that P1PoP
must always be zero. This is not generally true; however, in this case, the
geometry prohibits this condition, as mentioned previously. A similar exam-
ination of the condition for ajg requires p;pgps to always be zero. This is
not the case and, in fact, no list can be formeg from this mairix when the
observer is on the false side of all three planes.

Matrix (2) represents the same environment and the same set of
separating planes. A check of its terms shows that a list can always be
formed. It is therefore possible to have a proper environment, but an ini-
proper choice {or use) of separating planes will make it impossivle to obtain a
list in certain cases.

3. Selection of Separating Planes

It would be much more useful to the environment designer to have an
interpretation of (11) that would allow him to synthesize environments and
¢ l2ct separating planes, rather than one that merely pointed out his errors.
To this end, we re-examine (11),

_Multiplying both sides of (11) by a.. and recognizing that either
aij = aji or ai]. = 0 yields: I

i
aij (aj a) <a 0 (16)

..ad.. =
1] 1

for all i and j. Expanding the row anc column vector, the requirement be-
comes:

aijajkaki =0 (17)

for all i, j, and k. This equation may be satisfied by one or more of the
following conditions:

1) At least one term is a diagonal element (identirally zero).

2) Two of the terms are complementary plane variables
(e.g., if = Pgar = ps).
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3) The geometry of the situation is such that all three plane variables
cannot be simultaneously true.

The environment designer need not be concerned with condition (1). Conditions
(2) and (3) only apply when i, j and k are all different, since the other cases
are included in (1). Therefore, we are concerned with cases involving three
distinct objects and their separating planes.

If it were not for the possible cases admitted by (3), then it could be
concluded that (2) must always be satisfied. Condition (2) is satisfied ordy by
having two of the three objects separated from the third by the same plane as
shown in Figure 12. Here, i is separated from j and k by pg, while j and k
are separated by a second plane. Thus, three objects must be separated
by two planes.

0

© ®

Figure 12. Proper Separating Planes

What other cases are possible under condition.(3)? Each of the three
terms of (17) are distinct planes in this case and each may be represented by
an inequality of the form given in (2). The three inequalities may be combined
and written in matrix form as:

X
Cl|Y (18)
[¢]

Z

A
=

where C is a matrix whose row vectors are related to the normals of the
separating planes, and k,, ko, and kg are associated with the distance of the
planes from the origin. The set of simultaneous inequalities will have no
solution, as required by (3), only if the rank of C is less than three. This
occurs only when the three normals can be contained in a plane.

If the rank of C is one, then the three planes must be parallel as
shown in Figure 13. No matter how the objects are arranged with these as
separating planes, one of the planes is superfluous and the problem can be
recast using two planes as for condition (2).
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Figure 13. Case where Rank of C =1

If the rank of C is two, then the three planes must be perpendicular
to a common plane. One of these configurations is shown in Figure 14,
where two of the planes are parallel. The space is divided into six regions,

(pP,P5) /plpzis)
Ls|

P3

Figure 14, Configuration (A) where Rank of C = 2

which implies that two of the eight possible states can not be reached. They
are (pypgp3) and (plpz_p3). These are states that the geometry will not allow.
If one of these states arises from considering (11) for element a;;, then a
corresponding state will also arise where each term is compleménted when
element a;; is considered. Since both complementary states (pjpgp3) and
(plpzp ) cfo exist, there is no way that this configuration could be used to
properly separate three objects. It can also be shown, by enumerating the
possibilities, that any arrangement of objects that can be separated by planes

of configuration (A) can also be separated by only two of them and, hence,
handled by condition (2).

Configuration (B) shown in Figure 15 is a second case that arises
when the rank of C is two. Here, the three normals are in a plane, but no
two are colinear. Seven of the eight possible states exist. By the previous
argument, the one non-existant state is of no help since its complement does
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(9,.0,0,)

Figure 15. Configuration (B) where Rank of C = 2

exist and would be encountered in the symmetric matrix term. It should also
be noted that there is only one arrangement of objects, within this separating
configuration, that is prohibited and that is the one indicated in the figure.
All others m.ay be separated by two of the three planes.

The final case is a degenerate version of the last one, and is shown
in Figure 16. The three planes intersectinaline. Here, the two states

Figure 16. Configuration (C) where Rank of C = 2
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that are excluded are (p;p,p3) and (pyPop3), which are complements. For
the arrangement of objects shown, these are the only two terms that would
arise in considering the matrix terms, and the case is allowed. Because the
definition of the true side of the plane in (2) includes the equality, the line

of intersection would actually yield the condition (p;p2p3). The case can
still be accommodated if it is recognized that the order of priority is un-
important for this state and it is handled accordingly. This configuration is
termed the "star" case.

E. CONCLUSIONS

The geometric restrictions that musi be observed in constructing a proper
environment and set of separating planes suitable for priority list processing
have been derived and may be summarized as follows. Every subset of three
objects in the environment must either be 1) separated by two planes, or 2)

a star configuration.

This means that the number of separating planes and the number of tests
which must therefore be made increases only linearly with the number of
objects. The matrix, although useful in considering the restrictions, need not
be formed to obtain the list.

The imposed restrictions can be readily visualized and do not appear to
be particularly limiting for the types of environments needed for pilot
training. It should be noted that both the matrix and the list technique apply
mainly to environments or portions of environments that are fixed in space
where the separating planes are determined oif-line. Moving objects such as
would be encountered in formation flying or air-to-air <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>